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Motivation

When did everyone learn this?

Crowder (2012)
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Motivation

... or all

of this?
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Cyclones (TC) stressed recovery and restoration. Today's

Coastal Engineering 186 (2023) 104406
APRIL 203 s Contents lists available at ScienceDirect =
Coastal Engineering
journal www.elsevier.
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A framework for flexible peak storm surge prediction
Benjamin Pachev ', Prateek Arora ", Carlos del-Castillo-Negrete *, Eirik Valseth
Clint Dawson *
A 0en st for Computatonl Enginecring ana Sceces, he Uiy o Tesas at ustin, Austin, 75712, T, UsA
> Department of Civil and Urban Engineering, New York University, Brooklyn, 11201, NY, USA
uncy The Deparument of Data Science, Norwegian University of Life Scieces, Elizabeth Stephansens vel 15, As, 1430, Norway
and | Simula Research Laboratory, Kristian Augusts gate 23, Oslo, 0164, Norw
hist
CSIARTICLE INFO ABSTRACT
dim|
(PC|keywords: Storm surge is a major natural hazard in coastal regions, responsible both for significant property damage and
surf{Storm surge loss of life. Accurate, efficient models of storm surge are needed both to assess long-term risk and to guide
gatd ADCIRC emergency management decisions. While high-fidelity regional- and global-ocean circulation models such as
reg] Machine learning the ADvanced CIRCulation (ADCIRC) model can accurately predict storm surge, they are very computationally
tionl expensive. Consequently, there have been a number of efforts in recent years to develop data-driven surrogate
. models for storm surge.
lang Here we develop a novel surrogate model for peak storm surge prediction based on a multi-stage approach.
trac) In the first stage, points are classified as inundated or not. In the second, the level of inundation is predicted
mos for each point. Additionally, we propose a new formulation of the surrogate problem in which storm surge is
the predicted independently for each point. This new formulation has the potential to allow for predictions to be
made directly for locations not present in the training data, and significantly reduces the number of required
si model parameters.
We demonstrate our modeling framework on two study areas: the Texas coast and the northern portion
us of the Alaskan coast. For Texas, the model is trained with a database of 446 synthetic hurricanes. The model
an is able to accurately match ADCIRC predictions on a test set of synthetic storms. We further present a test of

P
that fit polvnomial functions to the data are well sullcd to this lask Thc olvnomlal funcllcns a]so ha\c |hc benefit of

(luricane fsabel in 2003, Hurricane Irene n 2011, and Hricane Sandy in 2012). Th results indicate that the




Motivation

Plans for scholarly reassignment

1. Certificate in deep learning specialization

— Five courses that introduce neural networks and deep learning
— Estimated at 4-5 months

2. Develop a neural network for coastal flooding predictions
— Led by my MS student Tomds Cuevas Lépez
3. Submit proposal on machine learning

— Supplemental funds from DHS Coastal Resilience Center
— Collaborated on proposal to DOD ESTCP
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ADCIRC & Kalpana
ADvanced CIRCulation (ADCIRC) solves modified forms of the shallow water equations ...

We use ADCIRC to represent the long waves of tides and storm surge
— Solves the generalized wave continuity equation (GWCE) for water levels (¢):
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— Solves the depth-averaged momentum equations for currents (U, V):
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ADCIRC & Kalpana
. and we can downscale the flood maps by using Kalpana

Even the smallest elements can be large compared to coastal infrastructure

— Use a geospatial post-processor to downscale to the ground surface in the DEM

~
—— Mean Sea Level
|:| ADCIRC Flood Forecast
Z / = High-Res Topo/Bathy
M [ Building
e [ Roadway

Rucker (2021)


https://doi.org/10.1007/s11069-021-04634-8
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Recent Studies and Motivation

We can generate downscaled flood maps as rasters (grayscale images) ...




Recent Studies and Motivation

. so can we leverage machine learning techniques that are aimed at images?
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Recent Studies and Motivation

Recent studies have predicted only at specific locations along the coast ...

Multi-Output Artificial Neural Network for Storm Surge Prediction in North
Carolina

Anton Bezuglov®*, Brian Blanton®, Reinaldo Santiago®

Virginia

“Math and Computer Science Dept, Benedict College, 1600 Harden St., Columbia, S
" Renaissance Computing Institute, The University of North Carolina at Chapel Hill, 100 Europa Dr.
27517

Abstract

During hurricane seasons, emergency managers and other decision makers need accur:
information on potential storm surge impacts. Fully dynamical computer models, sucl

tide when d g Hattoras -40

orm surge, and wind-wave model take several hours to complete a forec:

[meters]

spatial resolution. Additionally, statically meaningful ensembles of high-resolution m
uncertainty estimation) cannot easily be computed in near real-time. This paper disc
neural network model for storm surge prediction in North Carolina. The network mo
real-time storm surge estimates at coastal locations in North Carolina. The paper studie;

of the neural network model vs. other models on synthetic and real hurricane data.

Keywords: feedforward artificial neural network, storm surge, hurricane, regression

< -100




Recent Studies and Motivation

... or predict only at specific locations along the coast ...

‘Coastal Engincering 170 (2021) 104024

Contents lists available at ScienceDirect

Coastal Engineering

ELSEVIER journal www.elsevier.

39°N|
Rapid prediction of peak storm surge from tropical cyclone track time serie
using machine learning

Jun-Whan Lee *-*, Jennifer L. Irish ", Michelle T. Bensi ¢, Douglas C. Marcy ¢
* Department of Civil and Environmental Engincering, Virginia Tech, 750 Drillfield Dr, Blacksburg, VA, 24061, USA

" Center for Coastal Studies, Virginia Tech, 926 W Campus Dr, Blacksburg, VA 24061, USA

< Deparoment of Civil and Environmental Engineering, University of Maryland, College Park, MD 20742, USA 38°N|
4 NOAA Office for Coastal Management, 2234 S. Hobson Avenue, Charleston, SC 29405, USA

Elevation [m, MSL]

ARTICLE INFO ABSTRACT

Kepwords: Rapid and accurate prediction of peak storm surges across an extensive coastal regi
assessments used to design the systems that protect coastal communities’ life and propy
in high-fidelity, physics-based numerical models have been made in recent years, by
probabilistic forecasting and probabilistic hazard assessment is computationally intf 37°N

Convolutional neural network
Principal component analysis

—— Isabel (2003)

Kemeans clustering

modeling approaches based on existing databases of high-fidelity synthetic storm su 7 —— lIrene (2011)
Surrogate modeling X

Chconpenke Bay recently suggested to reduce computational burden without substantial loss of ac —— Sandy (2012)
Hurricane Isabel studies, however, the surrogate modeling approaches relied on a tropical cyclone

Hurricane Irene (usually at or near landfall), which is not always most correlated with the peak stor v p 7

Hurricane Sandy new one-dimensional convolutional neural network model combined with principall 77°W 7 w 75°W 70°wW 65°W

a k-means clustering (CIPKNet) is presented that can rapidly predict peak storm SUFge aCFOSS an GXTCNSIVE
coastal region from time-series of tropical cyclone conditions, namely the storm track. The CIPKNet model
was trained and cross-validated for the Chesapeake Bay area of the United States using existing database
of 1031 high-fidelity storm surge simulations, including both landfalling and bypassing storms. Moreover,
the performance of the CIPKNet model was evaluated based on observations from three historical hurricanes
(Hurricane Isabel in 2003, Hurricane Irene in 2011, and H dy in 2012). The results indicate that the




Recent Studies and Motivation
... or predict without using all of the geospatial connectivity

Coastal Engincering 186 (2023) 104406
Contents lsts available at ScienceDirect &
Coastal
3 q L
Coastal Engineering =
Input Layer Hidden Layer Output Layer
2 journal www.elsevier.
. P \
A framework for flexible peak storm surge prediction Input 1——/

Predicted
Storm Surge

Benjamin Pachev *", Prateek Arora®, Carlos del-Castillo-Negrete *, Eirik Valseth %%,

Clint Dawson

1 Oden Insttute for Computational Engineering and Sciences, The University of Texas at Austin, Austin, 78712, TX, USA
® Department of Civil and Urban Engineering, New York Universit, Brooklyn, 11201, NY, Us

1
¢ Dt of o e, Noveon Uty of e S Elzabeh Sicphansens ve 15, As, 1430, Norway | |
¢ Simula Research Laboratory, Kristian Augusts gate 23, Oslo, 0164, Nc / \
Input 3 -

Input 2

ARTICLE INFO ABSTRACT
" " " a ° " "
Ke Storm surge is a major natural hazard in coastal regions, responsible both for sig H 5 H § g H §
Storm surge loss of life. Accurate, efficient models of storm surge are needed both to assess| 5 5 5 5 5 5 5
ADCIRC emergency management decisions. While high-fidelity regional- and global-oceal g 2 20 z" 2 z" é
Machine learning the ADvanced CIRCulation (ADCIRC) model can accurately predict storm surge, © = < © < & %
expensive. Consequently, there have been a number of efforts in recent years to n a o g o a n

- ~ -

models for storm surge.

Here we develop a novel surrogate model for peak storm surge prediction bas ST -
In the first stage, points are classified as inundated or not. In the second, the level of mundation & pmhc:ed
for each point. Additionally, we propose a new formulation of the surrogate problem in which storm surge is
predicted independently for each point. This new formulaton has the potential to allow for predictions to be
made directly for locations not present in the training data, and significantly reduces the number of required

model parameters

We demonstrate our modeling framework on two study areas: the Texas coast and the northern portion
of the Alaskan coast. For Texas, the model is trained with a database of 446 synthetic hurricanes. The model
s able to accurately match ADCIRC predictions on a test set of synthetic storms. We further present a test of
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Structure and Content

Deep learning specialization has 5 courses ...

©  peep Learning specialization

About Outcomes Courses Testimonials
Specialization - 5 course series

The Deep Learning Specialization s a foundational program that will help you understand the capabilities, challenges,
and consequences of deep learning and prepare you to participate in the development of leading-edge Al technology.

Read more

Neural Networks and Deey i
R Learning v Instructors

Course1 + 24hours + 4.9 % (120,095 ratings)
y ﬂ Top Instructor
Andrew Ny

- " PR g
Improving Deep Neural Networks: Hyperparameter Tuning, Regularization and DeepLearing Al
Optimization v 42 Courses + 6,799,457 learners

Course2 « 23hours + 4.9 Y (62,574 ratings)

i Top Instructor
" Younes Ben: Mourri

Structuring Machine Learning Projects o DeepLearningAl
Course3 « Ghours « 4.8 J (49,462 ratings) 23Courses + 1,401,802 learners
View all 3 instructors
Convolutional Neural Networks
v
Course + 35hours + 4.9 % (41,809 ratings)
Offered by
Sequence Models DeeplLearning Al

Courses + 37hours + 4.8 J (29,641 ratings) Learn more




Structure and Content

... and each course has 3-5 modules ...

©  Neural Networks and Deep Learning

About Outcomes Modules Recommendations Testimonials. Reviews

There are 4 modules in this course

In the first course of the Deep Learning Specialization, you will study the foundational concept of neural networks and
deep learning.

Read more

Introduction to Deep Learning

v Instructors
Module1 + 2hours to complete Instructor ratings @ 4.9 (22,475 ratings)
é Top Instructor
Neural Networks Basics
v Andrew Ng

Module2 + 7 hours to complete DeepLearningAl

42 Courses + 6,799,457 learners

Shallow Neural Networks View all 3 instructors

Module3 + 5 hoursto complete

Offered by
Deep Neural Networks o
Module4 + 8 hours to complete Deepleamning.Al
Learn more




Structure and Content

... and each module has videos, a quiz, and 1-2 programming assignments

coursera

/' Neural Networks Basics

® 16 min of videos left @ 1 min of readings left @ All graded assessments completed

Neural Networks and Deep
Learning
DeepLearning.Al

Set up amachine learning problem with a neural network mindset and use vectorization to
speed up your models

/' Show Learning Objectives
Limited access D

 Logisti .
' Course Material Logistic Regression as a Neural Network © complete
@ Week1 Binary Classification
]
Video - 8min
© Week2
@ Logistic Regession
@ Week3 Video « 5 min
@ Week4 @ LogisticRegression Cost Function
Video + 8 min
Grades @ Gradient Descent
Video » 11 min
Notes @ Derivatives
Video » 7min
Messages
More Derivative Examples
Video + 10 min
Resources
@ Computation Graph
Course Info Video - 3min

@ Derivatives with a Computation Graph

@ English v Q Casey Dietrich \/

Upgrade to this Specialization

@ Full access to all courses in this
Specialization

@ Graded assessments to measure your
progress

@ Acertificate to feature on your resume.

@ $49/mo after a free trial, cancel anytime

w siddhants.

“I gotinto two summer internships
and received a job offer for a data
scientist role by sharing my Coursera
certificates!

Start 7-day free trial




Structure and Content

| earned certificates!

@ Deeplearning.Al

Joel Dietrich

Neursl Networks and esp Locning

CERTIFICATE

Joel Dietrich

@ Deeplearning.Al

CERTIFICATE

Neural Networks and Deep

Learning

Improving Deep Neural
Networks: Hyperparameter
Tuning, Regularization and

Optimization

Aug 23,2023

Joel Dietrich

Deep Learning

Improving Daep Newral Necworl

@Deeplearning.Al | i

Learning Projects.

Convolutional Neural

Networks.

Sequence Models

has successfully completed the online, non-credit Specialization

Congratulations! You have completed all 5 courses of the Deep
Learning Specialization. In this Specialization, you built neural network M
architectures such as Convolutional Neural Networks, Recurrent

Neural Networks, LSTMs, Transformers, and learned how to make

e Xy
Andrewig
Founder,
Despleaming Al

Kian Katanforoosh
Co-founder, Workera

Younes Bensouda
i

Instructor of Al,
Stanford University

§

them better with strategies such as Dropout, BatchNorm, and

Xavier/He initialization. You mastered these theoretical concepts,

learned their industry applications using Python and TensorFlow, and
tackled real-world cases such as speech recognition, music synthesis,

Joel Dietrich
Joel Dietrich

Comlurionsl Neurl Nerrks

@Deeplearning.Al

Jioots. machine translation, natural language processing, and more.
| 2o o Eamiliar with the ranailtiss and challenges of deep

@p i cevmmeans
eeplearning.Al

Joel Dietrich

2p in the world of Al
dge technology.

Verify this certificate at:

ion/3YSSRQUTSBR2

A

22



Structure and Content

Fun assignments included a cat identifier

icoursera ] Navigate

@) Grades Lab Files
~ Jupyter Deep Neural Network - Application wssssa

Fle  Edit

Vi

Inset  Coll  Kemel Widgets  Help Not Trusted

B A ¢ MRn B C B [Makdown 3| @ Vaidate
In (27): ## T TR

"ING_9937.jpg" # change this
EEETn L I e e e e e e e
## END CODE HERE ##

frame = “inages/" + my_L

nDorray(Iasge-open(fnane). resize( (num_px, num_px)))
pl( msnewumage
image = inag

{nage|=}inege! Leskope( (1. nuntplslmmipx 131 )01

my_predicted_inage = predict(image, my_label_y, parameters)

print ("y = " + str(np.squeeze(my_predicted_image)) + "

Accuracy: 1.0
y = 1.0, your L-layer model predicts a "cat" picture.

[

to the name of your image file
non-cat)

, your L-layer mo

@ Help}
a

Python3 O




Structure and Content
. creating art in the style of Impressionists ...

Style image Generated image

v

Content image

100 100 100

150 150 150

200 { 200 200

250 250 250

300 300 300

350 350 350



Structure and Content

writing poetry in the style of Shakespeare ...

In [61]: # Run this cell to try with different inputs without having to re-train the model
generate_output()

Write the beginning of your poem, the Shakespeare machine will complete it. Your input is: To be or not to be

Here is your poem:

To be or not to be,

co truth i gonling wheh more faip on shank,

that sicentangor edis manl's reclime a seem,

lowe's sreartunge thone thy sich thee be:

and do wo ad botily such adoudes anjeding state,

foo shime my heald of is why a todder, ling wascices lard.

the wistery eardss shomol unos nod his furell.
cnaved buth in thy wist ountorted, thou to memacpy:

so eactr winth to boreow miring fached,
though you so w




Structure and Content

. and generating music in the style of Jazz
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Convolutional Neural Networks

Neural networks are composed of one or more layers ...

Ng (2021)

<



Convolutional Neural Networks

. with each layer having matrix operations with learn-able parameters ...

X1

X2 wTx + b|0(2) a=y
Z a

X3

Ng (2021)



Convolutional Neural Networks

.. so any complexity just adds more parameters to learn

Ng (2021)



Ng (2021)

Convolutional Neural Networks

We can add convolutions to recognize spatial patterns in images ...

o >

30



Convolutional Neural Networks

. and thus reduce an image to a small number of outputs

Conv_1
Convolution
(5x5) kernel Max-Pooling
valid padding (2x2)

INPUT nlchannels

(28x28x1) (24 x24xn1)

Ratan (2023)

fc_3
Fully-Connected
Neural Network

Conv_2 ReLU activation
Convolution
(5 x 5) kernel Max-Pooling
valid padding (2x2)

n2 channels
(8x8xn2)

nl channels
(12x12 xnl)

n2 channels \‘
(4x4xn2)

fc_ 4
Fully-Connected
Neural Network

/_M

(with
\.dropout)

'/ 4 OUTPUT

n3 units


https://www.analyticsvidhya.com/blog/2020/10/what-is-the-convolutional-neural-network-architecture/
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Proof of Concept

Hurricane Irene (2011)
Deep Neural Network



Hurricane Irene (2011)

Start with a coarse model for the NC estuaries/sounds ...
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Hurricane Irene (2011)
. and use a simple vortex model to represent the storm ...

Parametric vortex model from Holland (1980) and modified by Gao (2018):

)= V2o (14 1/Ro) (Rl %) (R 11V (1 /2)2 — (F/2)

in which:
— Vimax and Rmax are the maximum wind speed and the radius to it
— R, is the Rossby number (ratio of nonlinear and Coriolis accelerations)
— f is the Coriolis parameter (function of latitude)

— 9 and B are scaling factors

Holland (1980); Gao (2018)


https://doi.org/10.1175/1520-0493(1980)108<1212:AAMOTW>2.0.CO;2
https://cdr.lib.unc.edu/downloads/hq37vn75j

Hurricane Irene (2011)

36"

35

and compute its effects on winds and water levels ...

08/25/2011
12:10:00

—

m/s 40

35
30
25

20

40.00 m/s

36"

35"

08/25/2011
12:10:00

40.00 m/s
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Hurricane Irene (2011)
. so can we also use the storm parameters to predict with a deep neural network?

X

—_— ==
N op /3
4

= Training

T RN

&
—> %b’ - Inference

Trained model




Deep Neural Network

For the inputs, we can use available information about the storm ...

09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,
09,

2011082512,
2011082512,
2011082512,
2011082518,
2011082518,
2011082518,
2011082600,
2011082600,
2011082600,
2011082606,
2011082606,
2011082606,
2011082612,
2011082612,
2011082612,
2011082618,
2011082618,
2011082618,
2011082700,
2011082700,
2011082700,
2011082706,
2011082706,
2011082706,

BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,
BEST,

254N,
254N,
254N,
265N,
265N,
265N,
277N,
277N,
277N,
288N,
288N,
288N,
300N,
300N,
300N,
311N,
311N,
311N,
321N,
321N,
321N,
334N,
334N,
334N,

766W,
766W,
766W,
772W,
772W,
772w,
773W,
773W,
773W,
773W,
773W,
773W,
774W,
774w,
774W,
775W,
775W,
775W,
771w,
771w,
771W,
768W,
768W,
768W,

90,
90,
90,
920,
90,
90,
90,
90,
90,
90,
920,
90,
85,
85,
85,
80,
80,
80,
75,
75,
75,
75,
75,
75,

950,
950,
950,
950,
950,
950,
946,
946,
946,
942,
942,
942,
947,
947,
947,
950,
950,
950,
952,
952,
952,
952,
952,
952,

34,
50,
64,
34,
50,
64,
34,
50,
64,
34,
50,
64,
34,
50,
64,
34,
50,
64,
34,
50,
64,
34,
50,
64,

NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,
NEQ,

250,
100,
60,
250,
110,
70,
250,
110,
70,
250,
125,
80,
250,
125,
80,
250,
125,
80,
225,
125,
80,
225,
125,
80,

200,
100,
60,
200,
100,
60,
200,
100,
60,
200,
105,
80,
200,
105,
80,
225,
125,
80,
225,
125,
80,
225,
125,
80,

100,
50,
25,

125,
50,
25,

125,
50,
25,

130,
75,
50,

130,
75,
50,

140,
80,
50,

140,
90,
40,

140,
90,
40,




Deep Neural Network

.. to develop the inputs (storm parameters)

Store in text array

(8 x1)

Determine parameters for each time snap

longitude  latitude storm u

storm v Vimax A Prax RMW

category




Deep Neural Network
. and randomize the time snaps

[ ]
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[ ]
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x_train.shape = (576, 8, 1) I
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[ ]
[ ]
]
|
[ ]
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Deep Neural Network
For the outputs, we want to predict maps of water levels during the storm ...

08/25/2011
12:05:00

m
6

36"

35"

T T -2
77" -76"



var ocgs=host.getOCGs(host.pageNum);for(var i=0;i<ocgs.length;i++){if(ocgs[i].name=='MediaPlayButton4'){ocgs[i].state=false;}}



Deep Neural Network
. so we convert each map to a grayscale image ...

] tore in text array
(256 x 256 x 1)

0
: \ %\
‘ 100
*  Convert to grayscale image' 0
; (water levels = 0-200; .
} dry pixels = 255) .
250
0 100 150 200 251

0 5

&
£

0



Deep Neural Network

. and then combine the inputs (storm parameters) and outputs (water-level maps)

x_train.shape = (576, 8, 1)

x_val.shape = (144, 8, 1)

x_test.shape = (144, 8, 1)

1
]
I
I
I
I
]
]
]
]
I
]
]
]
[ ]
[ ]
[ ]
||
I
I
]
[ ]
|

{
{

y-train.shape = (576, 256, 256, 1)

y_test.shape = (144, 256, 256, 1)

} y_val.shape = (144, 256, 256, 1)

~

NN
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Deep Neural Network
Use a network with fully connected and reverse convolution layers ...

w -
32x32x8
64 x 64 x 32
128 x 128 x 128

256 x 256 x 32 256 x 256 x 8 256 x 256 x 1

Trainable parameters: 18,326,865

u]
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I
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Deep Neural Network

and train it
Model Loss
—— Training
—— \Validation
80
60 4
m
<
£
2 404
S
20
0 -
T T T T T T
0 100 200 300 400 500
Epoch

= = = k= = wax 44



Deep Neural Network
Predicted flood maps are good overall ...

0 0
50 50
100 + 100 -
150 4 150
200 200
250 3 i ‘ i 250 ‘ i i i
0 50 100 150 200 250 0 50 100 150 200 250

Neural Network Deterministic



Deep Neural Network
... but have errors near the wet/dry front

,:; as &

Neural Network

Deterministic

Mean error = 0.09 m
Median error = —0.04 m
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Prediction of High-Resolution Maps
of Storm-Driven Coastal Flooding using Deep Learning

TA Cuevas Lépezt, BJ Tucker?, JC Dietrich!, DL Anderson?

1Dep’t of Civil, Construction, and Environmental Engineering, NC State Univ
2Coastal and Hydraulics Lab, U.S. Army Engineer Research and Development Center

- COASTAL RESILIENCE CENTER

A ULS. Department of Homeland Security Center of Excellence




Library of Storm Simulations

We have spent most of our time in developing a training library

Step 1 Step 2 Step 3
Data Collection Flood Map Library Deep Learning Final Validation
— Dataset of synthetic — Deterministic simulations — Sequential and — Compare neural network
tropical cyclones —| - Downscaling to grayscale > convolutional layers — to deterministic hindcasts
— Select impactful tracks raster images — Train / test / validate




Library of Storm Simulations

Start with a database of 100,000 synthetic storms ...

60°N [

50°N |

40°N

30°N

20°N

10°N

Bloemendaal (2020)



https://doi.org/10.1038/s41597-020-0381-2

Library of Storm Simulations

... for each storm, define an area of influence ...

100°W 80°W 60°W

Holland (1980)

40°W

20°W


https://doi.org/10.1175/1520-0493(1980)108<1212:AAMOTW>2.0.CO;2

Library of Storm Simulations

identify the 1813 storms that influence North Carolina

60°N [
Cat1l

50°N |

40°N

30°N

20°N

10°N

20°W

A
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Library of Storm Simulations

and rank the storms by dissimilarity

60°N -
Diss. Index:
—— Storm 0
—— Storm 1 \]
50°N —— Storm 2 -
—— Storm 3
—— Storm 4
—— Storm 5 4
40°N Storm 6
—— Storm 7 |
Storm 8
—— Storm 9
30°N
20°N
10°N
100°W 80°W 60°W 40°W 20°wW 0°

Camus (2011)


https://doi.org/10.1016/j.coastaleng.2011.02.003

Library of Storm Simulations

These storm simulations were a LOT of work

HPC systems:
— NCSU Hazel
— Purdue Anvil
— TACC Stampede 2

Simulation stats:

Total of 1813 storms

1.3M CPU-hours

Mean wall-clock time of 3.7 hr
1.7T of data

Ocurrence [-]

1034

1024

10!

10°

[T 1

6

8 10 12 14 16 18 20 22 24 26 28 30 32 34 36
Runtime [hr]



Library of Storm Simulations

Simulations show the potential for large storm surges ...

Average of maximums Maximum of maximums

Percentile 75 of maximums

30

\ Duck

36°N

Rodanthe

30

Ocracoke

35°N
30

Refilmington

34°N

78°W 30" 77°W 30" 76°W 30 78°W 30" 77°W 30" 76°W 30’ 78°W 30" 77°W 30" 76°W 30’

0.0 0.5 1.0 15 2.0 25 3.0 35 4.0 4.5 5.0
Max water level [m MSL]



Library of Storm Simulations

... but the largest storm surges are unlikely

Max water level of 2 m MSL

Max water level of 1 m MSL

~

36°N
30’
35°N
30

34°N

78°W 77°W

0 5 10 15 20 25 30 35 40 45 50
Exceedance probability [%]



Preliminary Results

Tomds has designed a neural network with sequential and convolutional layers ...

X

Y
.:j;:. | pa | 3

Encoder Decoder
LSTM + 2D CNN

et g ~’ — F
| | | Tralned

model




Preliminary Results

... and it is encouraging for predictions at single locations

Duck: RMSE = 0.19 m

Oregon: RMSE = 0.44 m

Hatteras: RMSE = 0.18 m

2 = I 3 ™
I 5 I o n

Predicted peak storm surge [m MSL]
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Beaufort: RMSE = 0.34 m
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Conclusions and Future Work
Machine learning models for coastal hazards predictions
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1. Sabbaticals are fun!
2. Coursera can be a good introduction to a new topic

— Still not an expert in machine learning (and never will be?)
— But much more familiar with concepts and model development

D
A
R

3. Promising preliminary results with deep neural networks
— Proof-of-concept shows we can predict grayscale raster maps
— Now adding complexity in storms, resolution, network design

— Ongoing work to improve performance

4. Must be extremely careful with training data
— Synthetic storm simulations were a LOT of work

— Compounds the challenges of deterministic models
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AT NO POINT IN YOUR RAMBLING. INCOHERENT » *
RESPONSE WERE YOU EVEN CLOSE TO ANYTHING
THAT GOULD BE CONSIDERED A RATIONAL THOUGHT.
«

EVERYONE III]\"I'III&IIIIOM IS NOW
DUMBER FOR HAVING LISTENED TOIT..
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