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Multi-hazard hurricane data-based fragility models are able to represent multiple predictor variables, be vali-
dated based on observed data, and consider variability in building characteristics and hazard variables. This
paper develops predictive hurricane, multi-hazard, single-family building fragility models for ordered catego-
rical damage states (DS) and binary complete failure/non-complete failure using proportional odds cumulative
logit and logistic regression models, respectively. In addition to their simplicity, these models are able to re-
present multiple hurricane hazard variables and include variable interactions, thus improving model fitting and
damage prediction. Surveys of physical damage in coastal Mississippi following Hurricane Katrina (2005) and
high-resolution numerical hindcast hazard intensities from the Simulating WAves Nearshore and ADvanced
CIRCulation (SWAN + ADCIRC) models are used as model input. Prediction accuracy is expressed in terms of
cross-validation (CV) and evaluated using leave-one-out cross-validation (LOOCV).

Thirty-nine combinations of global damage response variables were investigated. Of these models, six DS and
one complete failure model met the evaluation criteria. Maximum significant wave height was the only sig-
nificant hazard variable for the DS models, while maximum 3-s gust wind speed, maximum surge depth, and
maximum water speed were found to be significant predictors for the complete failure model. Model prediction

external accuracy ranged from 81% to 87%.

1. Introduction

Fragility models are used to estimate the probability of collapse or
being in or exceeding a specified damage state, conditional upon one or
more hazards. The models are developed either from statistical analysis
of observed field data (i.e., data-based models) or through mechanics-
based analysis and stochastic simulation techniques (i.e., analytical
models). Vulnerability and fragility models have been most often de-
veloped for wind (e.g., Crandell, 1998; Khanduri and Morrow, 2003;
Lee and Rosowsky, 2005; van de Lindt and Dao, 2009; Pita et al., 2011;
Masoomi and van de Lindt, 2016; Masoomi et al., 2018; Memari et al.,
2018) or flood (e.g., van de Lindt and Taggart, 2009; Pistrika and
Jonkman, 2010; Merz et al., 2013) separately, rather than for the
combined effects of wind, surge, and waves. The damage generated by
multi-hazard events may be greater than the aggregation of damage
caused by each hazard separately (Kappes et al., 2012a, 2012b);
therefore, multi-hazard vulnerability and fragility models are needed.

However, in current literature, building vulnerability or fragility has
been primary considered from an analytical perspective (e.g., Lee and
Rosowsky, 2006; Li and Ellingwood, 2009b, 2009a; Li et al., 2011;
Schmidt et al., 2011; Li and van de Lindt, 2012; Barbato et al., 2013;
Choine et al., 2015; Liu et al., 2015). These models are developed by
modeling an individual building or an array of buildings through
parametric modeling, where building response as a result of increasing
hazard load is documented in the form of fragility functions. These
functions are highly dependent upon structural and hazard character-
istics, as well as the probabilistic parameters selected to represent un-
certainty. However, significant modeling challenges remain, including
derivation of the joint hazard distribution, consideration of overlapping
spatial and temporal hazard effects, validation of developed models,
and reflection of the population and variability of the built environ-
ment, requiring significant input data and computation capabilities.
These issues hinder the development of comprehensive multi-hazard
hurricane fragility models.
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Fragility models have been considered infrequently from a statis-
tical perspective, although current efforts support the validation of
analytical models and development of robust statistical models.
Examples of these efforts to collect and catalog hazard and building
damage data include the Natural Hazards Engineering Research
Infrastructure (NHERI) DesignSafe, National Institute of Standards and
Technology (NIST) Disaster and Failure Studies Data Repository (NIST,
2011), and the Pacific Earthquake Engineering Research (PEER) Center
Ground Motion Database (PEER, 2011). Data-based statistical models
represent damage as a function of multiple hazards, use observed data
to fit the model and assess its prediction accuracy, and consider
variability in building and environmental attributes (Pitilakis et al.,
2014). These characteristics are of particular value for non-engineered
or marginally engineered buildings (e.g., houses), where building
parameters are unavailable or impractical to model for individual
buildings. Data-based models have been widely used to model building
damage from tsunami (e.g., Reese et al., 2007; Koshimura et al., 2009;
Reese et al., 2011; Suppasri et al., 2012; Suppasri et al., 2013; Charvet
et al., 2014a; Charvet et al., 2014b; Charvet et al., 2015; Muhari et al.,
2015) and earthquake (Porter et al., 2007; Tang et al., 2012; Lallemant
et al., 2015) hazards, and less frequently for hurricane hazards (e.g.,
Tomiczek et al.,, 2014b; Hatzikyriakou et al., 2015; Tomiczek et al.,
2017; Hatzikyriakou and Lin, 2018). Although not specific to buildings,
data-based models have been used to model fragility of power systems
(Reed et al., 2016) and oil storage tanks (Kameshwar and Padgett,
2018) for hurricane hazards.

In current literature, hurricane data-based fragility models are
classified as explanatory or predictive models. Explanatory models are
developed primarily for inference and interpretation of model coeffi-
cients in the same population from which sample data are obtained,
where model performance is validated on the same set of buildings used
to develop the model. On the other hand, predictive models are de-
veloped for use in populations outside that used to obtain sample data.
The model's performance is externally validated on a new sample of
buildings. Said differently, the training model is applied to test data for
external predictive or classification purposes. Unlike explanatory
models, predictive models are opportunistically built with the goal of
predicting future damage for a new set of buildings in a hazard en-
vironment. Assessment of predictive models is measured by the pre-
dictive accuracy, often using metrics computed from external cross-
validation (Stone, 1974; Geisser, 1975).

Within existing data-based fragility models, dependent variables are
treated either as multinomial categorical ordered damage states (e.g.,
Tomiczek et al., 2017; Hatzikyriakou and Lin, 2018) or as binomial
collapse/non-collapse (e.g., Tomiczek et al., 2014a; Hatzikyriakou
et al.,, 2015; Reed et al., 2016), while the explanatory variables are
combinations of hazard parameters and environmental and building
attributes. Existing models primarily focus on inference and inter-
pretation of model coefficients without evaluation of model perfor-
mance. While inference and interpretation provide insight on the effect
of explanatory variables on damage, external validation is needed to
evaluate model performance, thus providing a realistic evaluation of
model prediction accuracy for future events. Additionally, categorical
dependent variables have been modeled as continuous numerical
variables (e.g., Tomiczek et al, 2014a; Tomiczek et al., 2017)
_ENREF_71, which may result in probabilities greater than one or less
than zero, and can have inefficient standard errors for the estimated
coefficients because the discrete nature of the response is not modeled.

Specific to residential buildings subjected to surge and wave ha-
zards, Tomiczek et al. (2014a) fitted and compared six multiple linear
regression models to estimate the probability of collapse for pile-ele-
vated, wood-framed buildings as a function of combinations of max-
imum significant wave height, breaking wave height, maximum current
velocity, freeboard height, and building age. Freeboard height above
wave crests, maximum significant wave height, maximum current ve-
locity, and construction date were found to be the most important

11

Coastal Engineering 151 (2019) 10-21

variables that contribute significantly to probability of collapse.
Tomiczek et al. (2017) classified building damage into seven DS and
used multiple linear regression to estimate probability of damage as a
function of relative shielding, age, maximum water velocity, maximum
water depth, and minimum freeboard. Maximum water velocity and
relative shielding were found to be the most important variables that
significantly contribute to building damage.

However, in both previous studies, the categorical dependent vari-
ables (non-collapse/collapse and the seven DS) were modeled as con-
tinuous numerical variables. Additionally, a measurement of relative
residual variance to evaluate model fitting was used. While relative
residual variance can be useful for comparison across models, it may be
of limited use for prediction accuracy due to the discrete nature of the
response variable.

Specific to residential buildings subjected to wind, surge, wave, and
rain hazards, Hatzikyriakou et al. (2015) developed a component-based
logistic regression fragility model to predict the probability of collapse
for single-family home foundations, exterior walls, and siding as a
function of environmental and building attributes, namely, distance
from the coast, ground elevation, elevation of the lowest horizontal
member, structure height above lowest horizontal member, house age,
and building perimeter. Distance from the coast, ground elevation, and
house age were found to be significant damage predictors for compo-
nent failure. Although the categorical binary response variable was
modeled correctly, the model was limited to inference and interpreta-
tion of the model coefficients without any evaluation of model perfor-
mance. Additionally, hurricane hazard parameters were not evaluated.

A general deficiency within current hurricane data-based fragility
models is twofold: (1) The crude use of classical modeling approaches
for what is truly a binomial or multinomial response, and (2) the lim-
ited evaluation of model performance using external validation.
Specifically, while multiple linear regression explains the relationship
between damage and explanatory variables, logistic regression and
proportional odds cumulative logit models represent the true nature
and distribution of the response variable, while also providing mean-
ingful interpretations in terms of odds ratios. While model fit is para-
mount, external validity provides a realistic evaluation of model pre-
diction accuracy when applied to field data, for example to predict
future damage. In this context, external validation is an improvement
over the current multi-hazard data-based fragility models.

In this research, predictive multi-hazard, hurricane-data-based,
fragility models for single-family homes are developed for ordered ca-
tegorical damage states (DS) and binary complete failure/non-complete
failure. The models are developed as a function of maximum hurricane
hazard variables (i.e., wind speed, significant wave height, surge depth,
water speed) at the individual building scale. Single family home da-
mage states assessed from recorded videographic data and NOAA aerial
imagery collected in coastal Mississippi after Hurricane Katrina (2005),
along with simulated hazard data computed by the tightly-coupled
Simulating WAves Nearshore and ADvanced CIRCulation
(SWAN + ADCIRC) model are used as model inputs. Data collection
using a videographic approach has been previously used in multiple
post-disaster studies (e.g., Curtis et al., 2007a; Curtis et al., 2007b;
Curtis et al., 2010) and aerial imagery has been shown to be effective
for assessing roof damage (Womble et al., 2006). SWAN + ADCIRC
joint models have been used to simulate hazards intensities for the
development of fragility models (Tomiczek et al., 2014a, 2017,
Hatzikyriakou and Lin, 2018; Masoomi et al., 2018). Global building
damage (i.e., description of the overall building damage) is assessed
using the seven-category Wind and Flood (WF) Damage Scale devel-
oped by Friedland and Levitan (2009). The probability of being in or
exceeding a specified DS and the probability of complete failure are
estimated using proportional odds cumulative logit and logistic re-
gression models, respectively. External cross-validation (CV) is per-
formed to evaluate model prediction accuracy, specifically using “leave-
one-out” cross-validation (LOOCV) and expressed in terms of the cross-
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Fig. 1. Hurricane Katrina track, study areas, and building observation locations.

classification rate (CCR).

2. Data
2.1. Global building damage state response variable

Hurricane Katrina made landfall on 29 August 2005 as a Saffir-
Simpson Category 3 hurricane with 1-min sustained winds of 56 m/s
(124 mph) near Buras, Louisiana, and then as a Category 3 hurricane
with 53m/s (118 mph) 1-min sustained winds near the Louisiana-
Mississippi border with storm surge depth of 8.5m (28 feet) at Pass
Christian, Mississippi (Fritz et al., 2008). An MCEER rapid re-
connaissance was conducted on 6-11 September 2005 using the
VIEWS™ system (Adams et al., 2004) to capture georeferenced video of
buildings in coastal Mississippi, specifically Hancock, Harrison, and
Jackson Counties (Fig. 1).

The field data collection consisted of acquisition of geo-referenced
high-resolution video captured from the passenger side of a slowly
moving vehicle. The goal of the reconnaissance was to document the
extent of damage in the near aftermath of the hurricane. No specific
sampling strategy was implemented and the collected data reflect
limitations of accessibility and data collection time, including im-
passibility of routes and the presence of debris piles and emergency
vehicles obscuring data collection. Therefore, a degree of uncertainty is
inherent in the data collection and damage assessment that is con-
sidered in the overall sampling error but not explicitly evaluated in this
analysis.

The building damage assessment was based on rapid damage as-
sessment rather than detailed damage assessment. Rapid building da-
mage assessment relies on an exterior evaluation of the structure unless
the structure's condition cannot be adequately viewed from the

exterior. The overall observed conditions are used to evaluate the
building's general condition (e.g., totally collapsed, partially collapsed,
minor, moderate). Every building along the driving route was surveyed
by assessing damage to the portions of the buildings captured on the
videos (e.g., front and side of the building). Building roof damage was
assessed using post-event National Oceanic and Atmospheric
Administration (NOAA) aerial color images with 0.3 m spatial resolu-
tion. The global building DS response variable (Y) was derived from
visual damage assessment of each surveyed building using the Wind
and Flood (WF) Damage Scale developed by Friedland and Levitan
(2009). The WF Damage Scale divides damage state data into three
categories: physical damage state, stillwater (i.e., flood only) damage
state, and final combined damage state. The physical damage state
describes the observable damage resulting from wind or flood (in-
cluding high velocity and wave action) to the following components:
roof cover, windows and doors, roof deck, foundation, appurtenant
structures, wall cladding, wall structure, roof structure, and overall
structural damage. The damage states that describe this physical da-
mage range from WF-0 to WF-6. The stillwater damage state depends
only on the depth of flooding for slow rising floodwaters without ve-
locity or wave action to cause physical damage. The damage states that
describe stillwater flood damage range from WF-2 to WF-6 the shaded
cells the WF Damage Scale are used for classification only, whereas
non-shaded cells provide typical values. The final combined damage
state is the maximum between the physical damage state and the
stillwater damage state. The WF Damage Scale has also been further
modified and applied by Tomiczek et al. (2017) Zhang et al. (2017),
and Hatzikyriakou (2017) to classify building damage data obtained
from field reconnaissance. Buildings in the study area were assessed by
two assessors to assess inter-evaluator error. A confusion matrix that
shows the percentage of classification error (CE) for each damage state

Table 1
Assessor 1 vs. Assessor 2 error matrices, class error (CE), and cross classification rate.
Assessor 2 Assessor 1
WFO WF1 WF2 WEF3

WFO0 4 0 0 0
WF1 0 7 0 0
WF2 0 0 58 1
WE3 0 0 0 347
WF4 0 0 0 2
WF5 0 0 0 0
WF6 0 0 0 0

WF4 WF5 WF6 Sum CE CCR
0 0 0 4 0%
0 0 0 7 0%
1 0 0 60 3%
1 1 0 349 1%
43 0 0 45 4%
1 41 0 42 2%
0 0 359 359 0% 99%
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Table 2
Frequency and percentages of observed (1) or missingness (A) for foundation,
number of stories, and cladding type found in Hancock, Harrison, and Jackson
counties.

County Hancock Harrison Jackson Total
Frequency (1) or Frequency (1) or Frequency (1) or
A) A) A)
Slab 39 (21%) 86 (23%) 151 (50%) 276
Elevated Floor 56 (30%) 130 (34%) 40 (13%) 266
Missing 89 (48%) 163 (43%) 112 (37%) 364
One-Story 26 (14%) 160 (42%) 187 (62%) 373
Two-Story 15 (8%) 39 (10%) 45 (15%) 99
Missing 143 (78%) 180 (47%) 71 (23%) 394
Siding 47 (26%) 176 (46%) 136 (45%) 359
Brick 2 (1%) 40 (11%) 99 (33%) 141
Missing 135 (73%) 163 (43%) 68 (22%) 366

and the cross classification rate (CCR, %) between the two assessors is
presented in Table 1. The results show that the overall CCR between the
two assessors is high (99%) with highest CE for damage state WF4 (4%).

The study area was limited to the initial surge inundation extents
delineated by the Federal Emergency Management Agency (FEMA). A
geographic information systems (GIS) database was developed that
includes land parcel data and building footprint polygons. The calcu-
lated centroid for each building footprint was used to represent the
building location in the study area. Single-family homes were typically
wood-framed, one-and two-story homes with brick or siding cladding,
and built on slabs or elevated foundations. Missing foundation type and
number of stories were found in the study area. Table 2 gives a detailed
description of the frequency and percentage of observed (1) or miss-
ingness (L) for foundation, number of stories, and cladding type in each
county of the study area.

Few buildings with foundation types and numbers of stories dif-
fering from these predominant characteristics were found in the study
area. Such buildings, along with those having unassessed DS, were
excluded from the analysis, resulting in a final dataset describing the
global building DS for 866 single-family homes (Table 3).

For categorical variables, it is generally recommended that a
minimum of 50 samples be collected for each variable level (Lillesand
et al., 2014). However, low sample numbers in WF0, WF1, WF4, and
WFS5 indicate that issues in model fitting may be encountered. There-
fore, WF DS were aggregated to represent the global building DS re-
sponse variable Y for n models, each with j levels, DS;, (Table 4).
Models 1 through 37 have ordered multinomial response variables,
while Models 38 and 39 have a binary response variable.

2.2. Computationally modeled explanatory hazard variables

Hazard attributes were characterized via a coupled modeling system
for hurricane winds, waves, and storm surge (Bunya et al., 2010;
Dietrich et al., 2010). This system represents the coastal environment
with varying levels of resolution to predict the storm-induced devel-
opment of waves and surge in open water and then their interactions

Table 3
Global building damage states and frequency of collected data.
Levels, j Damage states with percentage of =~ Number of Percent of
buildings in each level Buildings Buildings
1 WFO0=No damage 4 0.46%
2 WF1 = Minor damage 7 0.81%
3 WF2 =Moderate damage 60 6.96%
4 WEF3=Severe damage 349 40.30%
5 WF4 = Very severe damage 45 5.20%
6 WF5 =Partial collapse 42 4.85%
7 WF6 = Collapse 359 41.45%
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Table 4
Model (n), number of observations in each WF DS, and global building DS re-
sponse variable levels for each model, DS; .

Model (n) WFO0 WF1 WF2 WF3 WF4 WF5 WF6
No. Obs. 4 7 60 349 45 42 359

1 DS,  DS,;  DS;;  DS,;  DSs;  DSsi DSy
2 DS, DS,  DSs»  DSs»  DSsz
3 DSy5 DSs3  DSss  DSss

4 DSy DSs4 DS54

5 DS;5 DSys DSss  DSys
6 DS DS;s  DSss

7 DS1,7 DS3,7 DSs,;
8 DS.g DS,  DSsg  DSig
9 DS DS DSz
10 DS1,10 DSz10  DSsi0

11 DS1,11 DSz,11 DS3,11 DS411 DSs,11 DSe,11
12 DS;,12 DS3,12 DS3,12 DS4,12 DSs, 12
13 DS1,13 DS2,13 DS313  DS4is
14 DS;1,14 DS3,14 DS, 314
15 DS;,15 DS315 DS3,15 DS415
16 DS1,16 DSz 16 DS316

17 DS1,17 DS3,17 DS3,17

18 DS 18 DS3,18 DS3,18 DS418

19 DS1,19 DS3,10 DS3,19 DS4 10
20 DSi,20 DS3,20 DS3,20 DS420

21 DS;1,21 DS 2; DS3 21 DSy 21 DSs,2:1
22 DS 22 DS3,22 DS3 22 DSy 22 DSs 22
23 DS;,23 DS3,23 DS3,23 DS423 DSs,23

24 DS124  DSzz24 DS324  DS424  DSszqg  DSe24
25 DS;,25 DS3 25 DS3 25 DSy 25 DSs 25
26 DS;,26 DS3,26 DS3,26 DS4.26
27 DS1,27  DSz27 DS3,27
28 DS1,28  DSzz2s DS3,28 DS4,28

29 DS;,20 DS3,20 DS3 20 DSy 20
30 DS1,30 DSz,30 DS3,30

31 DS1,31 DS2,31 DS3,31 DS431 DSs,31
32 DSy,32 DS, 32 DS3 32 DS4 32

33 DS3,33 DS3,33 DS3,33 DS433 DSs,33

34 DS1,34  DSz34  DSz34 DS434  DSszs  DSesq
35 DS 35 DS3 35 DS3.35 DSy 35 DSs 35
36 DS1,36 DS3,36 DS3,36 DS436
37 DS1,3;  DSz3;  DSs3;

38 DS;,38 DS, 38
39 DS1,30 DSz,39

with fine-scale coastal features. The model results were then inter-
polated spatially to provide time series at the building locations.

The wind field for Katrina was developed from analyses of airborne
and land-based observations, which were assimilated and transformed
to a common reference condition for the inner core by using the NOAA
Hurricane Research Division Wind Analysis System (H*WIND) (Powell
et al., 1996, 1998). These winds were then blended with peripheral
winds from the National Centers for Environmental Prediction — Na-
tional Center for Atmospheric Research (NCEP-NCAR) reanalysis pro-
ject (Kalnay et al., 1996), by using the Interactive Objective Kinematic
Analysis (IOKA) system (Cox et al., 1995; Cardone and Cox, 2009) The
resulting wind fields provide coverage of the entire Gulf of Mexico on a
regular grid with snapshots every 15 min.

These wind fields were then interpolated spatially and temporally
for use by the coupled SWAN + ADCIRC (Westerink et al., 2008)
models. SWAN represents the wave field as a phase-averaged spectrum
(Booij et al., 1999). The wave action density N (¢, A, ¢, 0, 8) evolves in
time (t), geographic space (with longitudes A and latitudes ¢) and
spectral space (with relative frequencies o and directions 0), as gov-
erned by the action balance equation. Source terms represent wave
growth by wind; energy lost due to whitecapping, depth-induced
breaking, and bottom friction; and energy exchanged between spectral
components due to nonlinear effects in deep and shallow water. Wave
refraction and frequency shifting are represented via coupling with
ADCIRC, which solves modified forms of the shallow-water equations
for water levels ¢ and depth-averaged currents U and V (Luettich and
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Fig. 2. Bathymetry/topography (m) of the SL16 mesh in southeastern
Louisiana; the mesh extends throughout the Gulf of Mexico and the western
North Atlantic Ocean (Dietrich et al., 2012b). Building locations for the ana-
lyses are shown in black dots.

Westerink, 2004; Westerink et al., 2008). These models are coupled
tightly so information is passed through local memory, efficient on
high-performance computing systems, and validated for hurricane wave
and flooding applications along the U. S. Atlantic and Gulf coastlines
(Dietrich et al., 2012b).

SWAN + ADCIRC uses unstructured meshes containing triangular
finite elements of varying sizes, ranging from kilometers in open water,
to hundreds of meters near the coastline and through the floodplains,
and to tens of meters in the small-scale natural and man-made channels
that convey surge into inland region. Katrina was simulated on the SL16
mesh (Dietrich et al., 2012b). At the building locations shown in Fig. 2,
hazard attributes were interpolated spatially to provide time series of:

e Wind speed (U;o; m/s), provided at an elevation of 10 m and with an
averaging period of 10 min, and used as forcing to the wave and
surge models;

e Significant wave height (Hs; m), which is a statistical property
computed by integrating the action density in spectral space in
SWAN

e Water level ({; m relative to NAVD88), computed by ADCIRC and
representing the combined contributions of tides, storm surge, and
wave-induced setup; and

e Water speed (U; m/s), computed by ADCIRC and representing the
depth-averaged flow at each location.

It is noted that SWAN + ADCIRC does not represent the interactions
of built infrastructure with storm-driven waves and currents, but rather
it represents their effects with bulk parameterizations including wind
reduction due to overland roughness and canopy, and bottom friction
due to land cover. Thus the computed waves and surge may not re-
present the finescale set-up and dissipation caused by individual
structures. However, the SWAN + ADCIRC simulations are valuable
because they cover large portions of the coast (including communities
with devastation that may not be known a priori) and become available
even during the storm events due to real-time forecasting. To quantify
the uncertainties associated with these input hazard variables, we used
observations of peak wave heights, water levels, and current speeds
during Hurricane Katrina (2005) and the Deepwater Horizon oil spill
(2010). These observations have been used previously to validate
SWAN + ADCIRC predictions on this same mesh and in this same re-
gion (Dietrich et al., 2012a, 2012b),. During Katrina, peak wind speeds
were available at 11 buoys in open water and on the continental shelf,
peak wave heights were available at 17 stations ranging from open
water into the marshes of southern Louisiana, and peak water levels
were available at 354 stations along the entire northern Gulf coast and
near buildings and other infrastructure. To the authors’ knowledge,

14

Coastal Engineering 151 (2019) 10-21

Table 5

Mean absolute errors and standard deviations for peak wind speeds, peak wave
heights, peak water levels, and peak current speeds for SWAN and ADCIRC
model.

Katrina

Peak wind speeds Number of stations 11
Range of value 8.5m/s to 28.6 m/s
Mean absolute error 2.83m/s
Standard deviation 2.84m/s

Peak wave heights Number of stations 17
Range of value 1.13m-16.9m
Mean absolute error 1.07m
Standard deviation 144m

Peak water levels Number of stations 354
Range of value 0.85m-8.47m
Mean absolute error 0.20m
Standard deviation 0.3m

Peak current speeds Number of stations 7

Range of value 0.85-1.28 m/s
Mean absolute error 0.67 m/s
Standard deviation 0.26 m/s

peak current speeds were not observed during Katrina or other recent
storms in this region, but they were observed at 7 stations along the
Mississippi and Alabama coasts during the oil spill. At all of these sta-
tions, the prediction uncertainties were quantified by computing mean
absolute errors and standard deviations (Table 5). Given the challenges
of predicting these hazard variables over such a large and complex
domain, these error statistics indicate a high level of skill. They also
indicate the uncertainties of these hazard variables as inputs to the
fragility model.

While 10-min sustained wind speeds were used as forcing in the
wave and surge models, an averaging time of 3-s is more appropriate to
explain building damage (ASCE, 2010). Maximum 10-min wind speeds
at each building location (Ujg mqy) Were converted to maximum 3-s gust
wind speeds (Usmq). The Durst gust factor curve (Durst, 1960) is
commonly used to convert between wind speed averaging times;
however, Krayer and Marshall (1992) found that the gust factors as-
sociated with hurricane winds were higher than those associated with
wind speeds from extratropical cyclones obtained from the Durst curve.
The Krayer-Marshall gust factor model has been used widely for con-
verting between averaging times of hurricane wind speeds (e.g.,
Vickery and Twisdale, 1995; Powell and Houston, 1996; Vickery et al.,
2000). The appropriate “J,,., gust factors for t = 3s and t = 10 min
(600s) were obtained from the Krayer-Marshall gust curve and the
maximum 3-s gust wind speed was determined at each building location
in the study area.

Table 6 lists the quantitative explanatory variables (x;) used to fit
the fragility models, which are the maximum values of the time series
obtained from the coupled SWAN + ADCIRC models. The maximum
surge depth (D) at the centroid of each building footprint was cal-
culated as the difference between maximum water level ({;,qx) and the
bathymetry/topography (m) of the SL16 mesh (NAVD88) at that loca-
tion.

2.3. Multicollinearity

Multicollinearity among independent variables is evaluated using

Table 6
Explanatory variables used to construct the fragility models.
Xn Symbol Description Range
X1 Us.max Maximum 3-s gust wind speed [47.63-67.99] m/s
X2 Hg, max Maximum significant wave height [0-3.20] m
X3  Dpmax Maximum surge depth above local ground [0-7.94] m
X4 Unax Maximum water speed [0-2.80] m/s
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the variance inflation factor (VIF). The VIF for x, is given as
VIF, = ﬁ , where R? is the coefficient of determination for a multiple
“*h

regression model, considering xj, is the dependent variable and the re-
maining explanatory variables are independent variables. VIF, greater
than 10 indicates that x;, is almost a perfect linear combination of other
explanatory variables. The multicollinearity among quantitative ex-
planatory variables (x;) was tested and positive correlation was found
for maximum significant wave height and maximum surge depth. The
coefficient of determination for the maximum significant wave height
regression model was found to be R ,Z{Symﬂx = 0.968, resulting in
VIFug e = 15.88. The coefficient of determination for the maximum
surge depth regression model was found to be R ,%max = 0.963, resulting
in VIFp,,,. = 13.99. With multicollinearity, one predictor variable may
have reversed effect on the response variable because it overlaps with
other predictors in the model. Additionally, multicollinearity may lead
to both variables being insignificant when included in the same model
and will inflate the standard errors of the model coefficients. With this
said, Hs max and Dy, are not included in the same fragility model.

3. Methodology
3.1. Fragility modeling

Binary logistic regression models, also called logit models, evaluate
one dichotomy (e.g., success or failure). The generalized form of the
binary logistic regression model is given as

P H
=a+ Byxn,
—P] Z ! eb)

where P denotes the probability of “success,” which is defined in this
study as complete failure; logit[P] is the logit link function, which is
equal to the natural logarithm (log) of the odds of complete failure; « is
the model intercept; and §, are model coefficients. Complete failure
encompasses buildings with total structural failure, house shifted off
foundation, overall structure racking, and unrepairable structural da-
mage. These damage states are represented by WF-6 and WF-5 defined
in the WF Damage Scale.

The odds of complete failure are defined as the ratio of the prob-
ability of success to its complement. Logistic regression models have
been used previously to model tsunami building damage (Reese et al.,
2011), hurricane power system damage (Reed et al., 2016), and hur-
ricane building component damage (Hatzikyriakou et al., 2015).

Extending binary logistic regression models, the dependence of an
ordered categorical multinomial response (e.g., DS) on discrete or
continuous covariates is modeled as a series of dichotomies using the
proportional odds cumulative logit model, which uses cumulative
probabilities to evaluate ordered categories with the assumption that
curves of the various cumulative logits are parallel (i.e., proportional
odds assumption). Proportional odds cumulative logit models also have
been used previously to model tsunami building damage (Charvet et al.,
2014a, 2014b, 2015) and earthquake building damage (Lallemant
et al., 2015).

For response variable Y with ordinal levels 1 to J (Table 2) and H
explanatory variables X, %, ...,xy (Table 3), the log odds of response Y
in level j or greater is calculated for j = 2 as

PY=))
1-P(Y2))

logit[P] = ln[ 1

H
:otj+2[3hxh for j=217

logit[P(Y > j)] = ln[
h=1

(2)

The odds of the response variable Y being in level j or greater are
defined as the ratio of the probability of Y being in level j or greater P
(Y = j) to its complement. The log odds of Y being in level j =1 or
greater is undefined; therefore Eq. (2) results in a set of J — 1 equations
with unique intercepts («;) and a common slope (8, ) for each of the H
explanatory variables.

To interpret the influence of increasing hazard intensities on
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damage, the hazard-specific odds ratio (OR;) for two values of x; (i.e.

Xp1 Xp2) with unit increase (i.e., where x;, — x;,; = 1) is calculated as

_ P(Y 2 jIXp = xp)/P(Y < jlXh = xm1)
P(Y 2 jIXj, = x12)/P(Y < jIXp, = Xp2)

ORy(12) = expf), (Xn2 — Xp)]

3

Given that the hazard data (x;,) are continuous variables, OR;, de-
scribes numerically the odds of a building being in a higher damage
level rather than a lower damage level for each unit increase in x;,
holding all other variables constant. However, a one-unit increase in
hazard intensity may not provide the most meaningful representation
for OR},, depending on the hazard. Multiple or fraction of unit increase
rather than one unit increase of hazard intensities may provide a better
context. For practical interpretation of MORy, researchers can choose a
scaling factor, M, to represent the effect of increasing hazard intensity
on the odds ratio. We see where Eq. (3) is modified to represent an M
unit increase in hazard intensity. The modified odds ratio (MORy,) for
two values of x, (i.e. X Xp2) with M unit increase (i.e., where
Xp2 — X = M) is calculated using factored model coefficients (M,3,).
An estimate of MOR, is given as exp(M,, * 3,[), while 95% lower (LCI)
and upper (UCI) confidence intervals (MOR;Clgse,) of the MOR, is
given as exp[M,, (Bh + 1.96*SE([§h))]. Where ,éh are the estimated model
coefficients, and SE(ﬁh) is the standard error of the estimated model
coefficients §,.

To reflect the effect of one hazard intensity on damage based on the
value of another hazard intensity, the interaction between hazards is
represented as the sum of hazard product terms “x;,x,“. The log odds of
response Y in level j or greater is calculated for j = 2 as

. H
P(Y>)) ] —o+ 25;,3%
h=1

logit[P(Y > j)] = IH{TYZJ')

H
+ z ﬁhqxhxq forj=2 17

1<h<q<H

C)

where j3,, are the coefficients of two hazard interaction terms. Variables
x, and x, are two hazard terms where g > h. All model coefficients are
estimated using Maximum Likelihood Estimation (MLE).

The estimated probability of Y being in or exceeding level j is cal-
culated for j = 2 as

H H
exp(ocj + D1 Bn + Do o q<H ﬁhqxhxq)
P(Y2)) =

for j=2 J
H H
1+ eXP["‘}' + D BuXn + 2 < q<H 5hqxhxq)

6)
The estimated probability of Y being in or exceeding the first level

(j = 1) is equal to one. Solving for P(Y = j), the estimated probability
that the DS falls into a specific level, is calculated for levels j < J-1 as

(6)

The estimated probability that the DS falls into level J is equal to the
probability of being in or exceeding level J, as calculated in Eq. (5).
With interaction terms, interpretation of the odds ratios becomes more
involved since the influence of increasing hazard intensities on damage
now depends on levels of other hazards.

PY=j)=PY2j))—-PY2j+Dforj<J—-1

3.2. Model fitting and evaluation

SAS software (Version 9.4) is used to fit the fragility model. For each
Model (n), two models with three hazard variables were fitted based on
Eq. (2), resulting in a total of 78 models. These models are described
with (x;, x,, and x,4), and (x;, x3, and x,) hazard variables. Four criteria
are used to evaluate the fit and prediction of the 78 models. The first
two are of the form of rejection criteria for screening purposes, while
the last two are qualitative criteria used to further narrow the net of the
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non-rejected models.

Satisfaction of model requirements (proportional odds assumption
and goodness of fit). For proportional odds cumulative models, the
proportional odds assumption assumes that the coefficients for each
hazard predictor must be equal across all DS levels and is tested using
the chi-square test. For the logistic regression model, the Hosmer and
Lemeshow test is used to assess goodness of fit based on the chi-square
test. The data are grouped based on a partitioning of the estimated
probabilities, then the test compares the observed and fitted counts of
the groups. Any model with chi-square p-values < 0.05 is rejected.

Statistical significance of model parameters. At least one main ha-
zard effect must be significant or the model is rejected.

Reasonableness of response variable model. Once models that pass
the rejection criteria are identified, this subjective parameter is used to
evaluate the most reasonable model(s) for prediction. Models with high
prediction accuracy but with unreasonable response variable grouping
(e.g., minor damage falls into the same level as severe damage) are
considered less reasonable models for damage prediction.

Balance between CCR and class error. Once models that pass the
rejection criteria are identified, this criterion is used to evaluate the
most reasonable model(s) for prediction. Models with high prediction
accuracy (i.e., high value of CCR) but with high class error are con-
sidered less reasonable models for damage prediction.

Among the 78 models, models satisfying Criterion 1 are evaluated
for Criterion 2. Models satisfying the two rejection criteria are then
refitted based on Eq. (4) to include hazard interaction terms and are
reevaluated based on the two rejection criteria. Models with interaction
terms are described as 1) one model with three hazard variables and
three hazard interaction terms, 2) three models with three hazard
variables and two hazard interaction terms, and 3) three models with
three hazard variables and one hazard interaction term.

3.3. Model validation

Prediction accuracy for logistic regression and proportional odds
cumulative logit models is often evaluated using external cross-vali-
dation. When external test data are not available, k-fold cross-valida-
tion is one of the most widely used approaches to assess external pre-
diction. In k-fold cross-validation, the data are partitioned into k
subsamples, with k-1 subsamples used for fitting the model, while the
remaining one is used for model validation. The process is cycled
through all partitions, each in turn predicting the left out partition
using the model that has been trained on all other partitions. Due to
sample size considerations, our research implements a special case of k-
fold cross-validation, namely leave-one-out cross-validation (LOOCV),
where k is equal to the number of observations (N) in the dataset.
Models that satisfied the rejection criteria are fitted N times, with one
observation left out at each fit. For each fit, the predicted DS (DS) for
every left out observation is estimated as follows:

For the proportional odds cumulative logit models, the estimated
probabilities that a DS fall into specific level J is calculated based on Eq.
(6), and then the DS corresponding to the highest estimated probability
is assigned as the predicted DS (DS). The process is repeated for every
left out observation.

For the logistic regression model, the estimated probability of
complete failure is calculated as

_ expla+ Tp Brn)

T +exp(a+ EhH:15hxh)
failure is greater than 0.5, complete failure is assigned as the predicted
DS (DS), otherwise no complete failure is assigned. The process is re-
peated for every left out observation.

For every satisfactory model and after assigning the predicted DS
(DS) for every left out observation, an error matrix with N total ob-
servations is constructed. Rows (d) of the matrix represent the fre-
quency (z) of observed DS, while columns (c) represent the frequency of
predicted DS (DS), summed across the N left out observations of the

. If the estimated probability of complete
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model. The percentage of correctly classified damage states, expressed
as the cross-classification rate (CCR; Eq. (7)), is calculated as

zf:l Zee
C D ’
Diemt g1 Zed

where z.. are observations along the diagonal of the error matrix, and
Z.q4 are all observations in the error matrix. The percentage of each
misclassified DS, expressed as class error (CE), is calculated as
CE=1- _f«

CCR =
@)

¥ 2

4. Results and discussion

4.1. Fragility fitting

Based on Eq. (2), Models 8, 9, 10, 25, 26, and 27 with hazard
variables Us max, Hsmax, and Upqx and Model 38 with hazard variables
Us max> Dimax, and Uy, satisfied the two rejection criteria, while the re-
mainder of the models failed to meet the first rejection criterion and
were not further tested for Criterion 2. When hazard interaction terms
were included (Eq. (4)), no interaction terms were found to be sig-
nificant. Therefore, none of the models with hazard interaction terms
satisfied the two rejection criteria and were therefore removed from
further consideration.

Table 7 contains the estimated coefficients, standard error, p-value,
factored model coefficients, MORy, and LCI and UCI of MORClgse, for
models that met the rejection criteria. Factored model coefficients,
MOR;,, and MORClgsy, were calculated using My, .., = 4.5 (m/s),
My oy = 0.3 (m), Mp,,,, = 1 (m), and My,,= 0.5 (m/s).

For all DS models, the only statistically significant hazard variable
was the maximum significant wave height, while maximum 3-s gust
wind speed and maximum water speed were not found to significantly
affect damage. The results show that the primary DS determinant for
buildings subjected to wind, wave, and water speed is the maximum
significant wave height. However, the p-value (0.0522) of the max-
imum water speed coefficient (53) is on the border of the significance
level (a = 0.05) for Model 10 and very close to the border of the sig-
nificance level for Models 8, 9, and 25, which indicates that maximum
water speed may have an effect on increasing damage. Kennedy et al.
(2010), Tomiczek et al. (2014a), and Tomiczek et al. (2017) also found
that significant wave height significantly contributes to damage and
should be considered in the development of fragility models. The
average odds for maximum significant wave height of the six DS models
is 3.57. This is interpreted as: for every 0.3m (0.98 ft) increase in
maximum significant wave height, the odds of being in a higher DS are
3.57 times greater (257% increase in odds), holding all other variables
constant. Among all DS models, the odds for maximum water speed
were the highest for Model 10, which is interpreted as: for every 0.5 m/
s (1.64 ft/s) increase in maximum water speed, the odds of being in a
higher DS are 2.05 times greater (105% increase in odds).

For Model 38, which predicts binary complete failure/non-complete
failure, all three hazard variables were statistically significant. The re-
sults show that the complete failure potential of buildings subjected to
wind, surge, and water speed are significantly affected by all three
hazards. As any of the hazard variables increase, the odds of complete
failure increase. Tomiczek et al. (2014a) and Tomiczek et al. (2017)
also found that water speed contributes significantly to complete failure
and damage and should be considered in the development of fragility
models. However, these authors excluded wind speed from their ana-
lyses without statistical testing. Their assumption was based on the fact
that Hurricanes Ike (2009) and Sandy (2012) had wind speeds lower
than common damage initiation thresholds. Similar to Hurricanes Ike
and Sandy, Hurricane Katrina was an event with lower wind speeds;
however, the maximum 3-s gust wind speed was found to be a sig-
nificant contributor to complete failure. Interpretation of the odds
shows that, holding all other variables constant:
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Table 7
Parameter estimates, standard error, p-value, MOR;, and MOR;,Clyse, for models satisfying rejection criteria.
Model Coefficient Parameter Estimated Std. Error p-value Mg, B, MORy, MOR}Clgso,
LCI UCI
8 & Intercept 2 —7.66 1.55 < 0.0001 ? - - - -
& Intercept 3 —8.08 1.55 < 0.0001 N - - - -
Qy Intercept 4 -85 1.55 < 0.0001 a - - - -
Bl U3, max 0.05 0.03 0.0722 0.23 1.26 0.96 1.63
4, Hs,max 413 0.32 < 0.0001 1.24 3.46 2.86 4.17
33 Unmax 1.11 0.66 0.0938 0.56 1.75 0.91 3.33
9 & Intercept 2 —7.63 1.55 < 0.0001 “ - - - -
& Intercept 3 —8.47 1.55 < 0.0001 N - - - -
[§1 U3, max 0.05 0.03 0.0750 0.23 1.26 0.96 1.63
52 Hs,max 4.12 0.32 < 0.0001 # 1.24 3.46 2.85 4.15
33 Upnax 1.16 0.67 0.0829 0.58 1.79 0.93 3.44
10 & Intercept 2 -7.77 1.59 < 0.0001 “ - - - -
& Intercept 3 -8.19 1.59 < 0.0001 N - - - -
1@1 U3, max 0.05 0.03 0.0665 0.23 1.26 0.96 1.63
/§2 Hs,max 4.02 0.33 < 0.0001 “ 1.21 3.35 2.75 4.06
33 Upax 1.43 0.74 0.0522 0.72 2.05 0.99 4.22
25 a Intercept 2 0.28 1.45 0.8494 - - - -
& Intercept 3 —7.45 1.5 < 0.0001 “ - - - -
Ay Intercept 4 -7.9 1.5 < 0.0001 “ - - - -
as Intercept 5 -8.3 1.5 < 0.0001 a - - - -
[§1 U3, max 0.04 0.03 0.1016 0.18 1.2 0.92 1.56
/_§2 Hs,max 4.22 0.32 < 0.0001 a 1.27 3.56 2.94 4.28
33 Unax 1.24 0.67 0.0660 0.62 1.86 0.96 3.58
26 & Intercept 2 0.06 1.56 0.9674 - - - -
a Intercept 3 -8.39 1.66 < 0.0001 “ - - - -
Ay Intercept 4 —8.82 1.66 < 0.0001 a - - - -
31 U3 max 0.05 0.03 0.0875 0.23 1.26 0.96 1.63
/_§2 Hs,max 4.39 0.35 < 0.0001 a 1.32 3.74 3.04 4.59
33 Upax 0.93 0.69 0.1797 0.47 1.6 0.81 3.13
27 &, Intercept 2 -0.12 1.75 0.9470 - - - -
& Intercept 3 -9 1.85 < 0.0001 a - - - -
ﬁl U3, max 0.05 0.03 0.1185 0.23 1.26 0.96 1.63
/_§2 Hs,max 4.5 0.38 < 0.0001 # 1.35 3.86 3.09 4.59
33 Unax 0.89 0.72 0.2178 0.45 1.57 0.81 3.13
38 a Intercept —18.00 1.92 < 0.0001 ? - - - -
’gl Us, max 0.22 0.03 < 0.0001 # 0.99 2.69 2.07 3.51
32 Dax 0.99 0.10 < 0.0001 “ 0.99 2.69 1.27 1.43
ﬁg Umax 2.32 0.69 0.0008 a 1.16 3.19 1.62 6.27

@ Significant at a = 0.05.

o for every 4.5m/s (10.07 mph) increase in maximum 3-s gust wind
speed, the odds of complete failure are 2.69 times greater (169%
increase in odds)

o for every 0.5m/s (1.64 ft/s) increase in maximum water speed, the
odds of complete failure are 3.19 times greater (219% increase)

o for every 1 m (3.28 ft) increase in maximum surge depth, the odds of
complete failure are 2.69 times greater (169% increase in odds)

4.2. Model validation and evaluation

LOOCV error matrices for the seven models that satisfied the re-
jection criteria are provided in Table 8. Rows of the tables represent the
frequency of observed DS, while columns represent the frequency of
predicted DS (DS). The n subscript in the predicted DS (DS) represents
the corresponding model number.

The results show that the overall model prediction accuracies are
high, with CCR ranging from 81% to 87%, although individual DS or
several DS have high CE (> 50%). High CE were found for all DS levels
with few observations.

17

4.2.1. DS fragility models

Model 8 has reasonable grouping of DS; however, the model has two
DS with high CE. Models 25 and 26 have three and two DS with high
CE, respectively, as well as unreasonable groupings of DS, where DS »5
ranges from minor damage to severe damage and DS, 5 ranges from
minor damage to very severe damage. Model 27 has the highest pre-
diction accuracy (85%); however, DS, 5, has an unreasonable grouping,
ranging from minor damage to partial complete failure and DS, »; has a
high CE (75%). Because of the number of DS with high CE and un-
reasonable groupings of DS, Models 8, 25, 26, and 27 are excluded from
consideration, while Models 9 and 10 are evaluated further.

Model 10 has 2% higher prediction accuracy and 4% higher CE than
Model 9. However, Model 10 has a more reasonable response variable
grouping than Model 9, where DS3 ;o represents partial complete failure
and complete failure, while DS, o represents very severe damage and
partial complete failure. Additionally, the p-value (0.0522) for the
maximum water speed coefficient (33) in Model 10 is on the border of
the significance level (a = 0.05). Therefore, Model 10 is chosen as the
more reasonable predictive fragility model to predict the probability of
being in or exceeding DS, 10 and DS3 10 as a function of maximum 3-s
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Table 8
Observed vs. predicted model error matrices, CE, and CCR for non-rejected
models.

DS; ﬁsl,n ]532,11 ]js3,n DS an ﬁSs,n Observed Sum CE CCR
DS g 375 16 7 22 - 420 11% 81%
DSyg 21 5 1 18 - 45 89%

DS3 ¢ 18 2 1 21 - 42 98%

DS4g 23 8 8 320 - 359 11%

DS1,0 370 21 29 - - 420 12% 81%
DS59 41 13 33 - - 87 85%

DS39 21 18 320 - - 359 11%

DS;10 370 17 33 - - 420 12% 83%
DS;10 20 5 20 - - 45 89%

DS310 42 19 340 - - 401 15%

DSios O 4 0 0 0 4 100%  81%
DSy05 1 380 5 7 23 416 9%

DS325 O 22 3 1 19 45 93%

DS425 O 19 3 1 19 42 98%

DSsos 1 27 7 4 320 359 11%

DSiz 1 3 0 0 - 4 75%  85%
DSy26 1 420 6 34 - 461 9%

DSz O 21 2 19 - 42 95%

DSsn6 1 38 3 317 - 359 12%

DSy 1 3 0 - - 4 75% 85%
DSz27 1 440 57 - - 498 12%

DS30, 1 65 298 - - 364 18%

DS, 35 450 57 - - - 507 11% 87%
DS,35 58 301 - - - 359 16%

Note: - indicates error terms are not applicable due to the number of damage
levels j for model n.

gust wind speed, maximum significant wave height, and maximum
water speed. There is not one specific rule that can be used to select a
“final” model between Model 9 and Model 10. Since both models satisfy
the rejection criteria, the choice of the model is subjective. Both models
are reasonable to be used as a predictive fragility model.

The estimated probability of being in or exceeding DS, ;o and
DS3 10, respectively, as a function of maximum 3-s gust wind speed,
maximum significant wave height, and maximum water speed is esti-
mated as

logit [P(Y > DS310)] = —7.77 + 0.05*Us max + 4.02*Hy max

+ 1.43*Upqy, and ®

logit [P(Y > DS310)] = —8.19 + 0.05*Us max + 4.02*Hg max + 1.43*Upay

9

Fig. 3a) and b) show fragility surfaces for Model 10 as a function of
maximum significant wave height and maximum water speed con-
sidering maximum 3-s wind speed of 62 m/s.

a)
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0

Fig. 4. Probability of complete failure as a function of maximum surge depth
and maximum water speed.

4.2.2. Complete failure fragility model

Model 38 predicts probability of complete failure as a function of
maximum 3-s gust wind speed, maximum surge depth, and maximum
water speed with 87% prediction accuracy. No high CE values are
shown due to large sample sizes. The estimated probability of complete
failure (Y > DSs,) as a function of maximum 3-s gust wind speed,
maximum surge depth, and maximum water speed is given as

logit [P(Y > DSs55)] = —18 + 0.22*Us max + 0.99*Dinay + 2.32*Upax
(10)

Fig. 4 shows the fragility surface for Model 38 as a function of
maximum surge depth and maximum water speed considering max-
imum 3-s wind speed of 62 m/s.

4.2.3. Study limitations

Limitations of this approach are that the results have been derived
as a function of the range of hazard values experienced only during
Hurricane Katrina in coastal Mississippi. While the damage re-
connaissance included multiple communities with increasing distance
from the hurricane track, and thus decreasing hazard levels, the wind
speeds ranged between 48 and 68 m/s. Because pressure is proportional
to the square of the wind speed and older roof cover damage may begin
around 42-48 m/s, the wind speeds experienced in Hurricane Katrina
did not cause substantial damage, which limits the applicability of this
model to more intense wind events. Uncertainty resulting from using

Fig. 3. Probability of being in or exceeding a) DS, 10 and b) DS3 10 as a function of maximum significant wave height and maximum water speed.

18
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the gust factor from Krayer-Marshall curve was not considered when
converting maximum 10-min wind speed to maximum 3-s gust wind
speed. Additionally, because of the limited data range available for
model development, the fragility models are valid only within the
ranges given in Table 6. The developed fragility models are limited to
building type rather than to particular regions. The developed fragility
models can be applied to buildings in any region as long as the build-
ings are of the same type as the buildings defined in this study area and
are subjected to the range of hazard intensities defined in Table 6. A
limitation of the underlying building and damage data is that a speci-
fied sampling technique was not implemented during the original field
data collection and required sample sizes in each DS were not con-
sidered.

5. Summary and conclusions

While the results of this study are specific to the U.S. Gulf Coast, the
statistical concept behind the developed methodology is applicable to
any building type, study area, and hazard type around the globe. The
developed methodology is useful for researchers, insurance companies,
and model developers who have access to datasets describing single-
family home damage and performance during extreme events (e.g.
hurricane, flood) to aid the development of multi-hazard building fra-
gility models. Most importantly, the methodology and results are useful
for users who rely on loss functions for risk assessment and catastrophic
models used by insurance companies. The use of the cross validation
approach validates the prediction of the models and insures that the
models are applicable to buildings in the current study area and other
areas of similar construction. The authors advocate that in the future
the developed models are evaluated based on other datasets and that a
comparison using cross validation is conducted.

Physical damage to residential buildings from hurricane wind,
wave, and storm surge hazards was statistically modeled and hazard
attributes that contribute significantly to damage and complete failure
were determined. The proportional odds cumulative logit model was
used to estimate the probability of damage being in or exceeding or-
dered categorical DS as a function of maximum 3-s gust wind speed,
maximum significant wave height, and maximum water speed. The
logistic regression model was used to estimate probability of complete
failure as a function of maximum 3-s gust wind speed, maximum surge
depth, and maximum water speed. The findings of this paper are:

The proportional odds cumulative logit model showed high accu-
racy in estimating the probability of being in or exceeding categorical
ordered DS as a function of multiple hurricane hazards.

The logistic regression model showed high accuracy in estimating
the probability of complete failure as a function of multiple hurricane
hazards.

Maximum significant wave height was found to be the only sig-
nificant predictor of damage for the ordered categorical DS models,
while maximum 3-s gust wind speed, maximum water speed, and
maximum surge depth were found to be significant predictors for
complete failure.

Maximum water speed was found to be on the border of the sig-
nificance level for one proportional odds cumulative logit model and
very close to the significance level for three proportional odds cumu-
lative logit models.

High collinearity was found between maximum surge depth and
maximum significant wave height, resulting in VIF greater than 10.
Therefore, models were constructed without the consideration of Hg max
and Dy, in the same fragility model.

Low sample numbers in WFO, WF1, WF4, and WF5 resulted in high
CE for these DS and any response variable groupings of these DS.

Application of proportional odds cumulative logit and logistic re-
gression models confirm the effectiveness of statistical models for de-
velopment of multi-hazard hurricane fragility surfaces and identifica-
tion of hazard variables that significantly contribute to damage and
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complete failure.
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